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True Randomness?

→ First, we have to agree on a definition.

Considering the randomness of the generating process instead of
the sequence allows a definition which is computable:

A process is random, if its outcome is not predictable given
all the information available before the number is generated.

Quantum Random Number Generation

Advantage of using quantum systems: unpredictability of the ran-
domness can be proven based on physical principles.
In practice the resulting raw randomness also depends on classical
noise i.e., processes whose outcomes depend on possibly preexist-
ing data.

Example: Classical noise due to limited detector efficiency and the
source in a beam splitter.
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Leftover Hash Lemma with Side Information
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Let R be a an arbitrary random variable and let X be a random
variable with range {0, 1}l. Let {fs}s∈S be a two-universal family
from {0, 1}l to {0, 1}m with S distributed uniformly and indepen-
dent of X and R. Then the distance from uniform of Pfs(X) given
SR is bounded by

||Pfs(X)SR − Um × PSR||1 ≤ 2−
1
2 (Hmin(X|R)−m) := εhash,

where and Um is the uniform distribution on {0, 1}m. [1],[2]

Results

Extractable entropy rate before and after a pre-processing dis-
carding the events 00 and 11 for µ = 0.1 depending on the mean
photon number. The min-entropy corresponds to a lower and the
Shannon entropy to an upper bound on the number of true ran-
dom bits that can be generated by post-processing by hashing.
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Conclusion: The extractable entropy rate is maximal if the post-
processing is applied to the raw randomness.
For another example of a QRNG to which the framework is applied
see the poster of Mathilde Soucarros et al.

Comparison to other Approaches
• Classical noise is taken into account as side information, which is necessary to

meet the above definition of true randomness.

• Compared to device-independent randomness generation [3] our approach does
not rely on the existence of initial randomness. The price we pay is the assumption
that the process generating the raw randomness is correctly described by a model.

• The framework can be applied for any implementation of a QRNG.

• Proof of randomness does not rely on any completeness assumption regarding the
model or quantum theory [4].
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