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Introduction.—Distribution of secret keys whose se-
curity is guaranteed by quantum theory was proposed
in Ref. [1], and is known as quantum key distribution
(QKD). Both the theory and implementation of QKD
have developed dramatically over the past three decades;
see, for example, Ref. [2]. The main theoretical problem
in QKD is to calculate how much secret key can be dis-
tributed by a given protocol. This is the key rate problem,
where key rate refers to the number of bits of secret key
established divided by the number of distributed quan-
tum systems.

Analytical formulas for the key rate are known for pro-
tocols that have a high degree of symmetry, such as the
BB84 [3] and six-state protocols [4]. Theoretical treat-
ments often exploit the group-theoretic structure (i.e.,
rotational symmetry) of the signal states in order to de-
termine the optimal eavesdropping strategy [5]. How-
ever, experimental imperfections tend to break symme-
tries. Unfortunately this stifles the study of experimental
imperfections. Since theoretical methods work best un-
der symmetric conditions, the effects of imperfections on
the key rate are difficult to quantify. A new approach for
calculating key rates, that does not rely on symmetry, is
needed to address the very important, practical issue of
preparation and detection flaws.

Furthermore, it is an interesting question whether (in-
tentionally) asymmetric QKD protocols could offer an
advantage over their symmetric counterparts. For exam-
ple, the three-state protocol from Ref. [6] lacks symme-
try. We refer to general QKD protocols involving signal
states or measurement choices that lack symmetry (ei-
ther intentionally or unintentionally) as “unstructured”
protocols. Before we can ask questions like, does this
unstructured protocol outperform another protocol, we
first need a method to calculate key rates for unstruc-
tured protocols. Some recent work has made progress
in bounding the key rate for special kinds of unstruc-
tured protocols, such as four-state protocols in Ref. [7, 8]
and qubit protocols in Ref. [9]. Still, there is no general
method for computing tight bounds on the key rate for
arbitrary unstructured protocols.

Our approach.—This motivates our present work, in
which we develop an efficient, numerical approach to cal-
culating key rates. Our aim is fairly ambitious. We set
out to develop a computer program, where Alice and
Bob input a description of their measurement devices
and their experimental observations, and the computer
outputs the key rate for their protocol. This program

would allow for any protocol, including those that lack
structure.

The key rate problem is an optimization problem, since
one must minimize the well-known entropic formula for
the key rate [10] over all states ρAB that satisfy Alice’s
and Bob’s experimental data. For two reasons, we find it
advantageous to go to the dual problem. First, since the
primal problem involves a minimization, the output will
in general be an upper bound on the key rate. But one
is typically more interested in reliable lower bounds, i.e.,
achievable key rates. Transforming to the dual problem
allows one to formulate the problem as a maximization,
and hence approach the key rate from below. Therefore,
every number outputted from our computer program rep-
resents an achievable key rate, even if the computer did
not reach the global maximum.

Second, in many cases, transforming the problem dra-
matically reduces the number of parameters one must
optimize over. For a state ρAB with dA = dim(HA) and
dB = dim(HB), the number of parameters is d2Ad

2
B . For

example, if dA = dB = 10, the number of parameters
that one would have to optimize over is 10000. In con-
trast, in the dual problem, the number of parameters is
equal to the number of experimental constraints that Al-
ice and Bob have. For example, in the generalization
of the BB84 protocol to arbitrary dimensions [11, 12],
Alice and Bob have two constraints, their error rates in
the two mutually-unbiased bases (MUBs). So, for this
protocol, we have reduced the number of parameters to
something that is constant in dimension. We therefore
believe that our approach (of solving the dual problem)
is ideally suited to efficiently calculate key rates in high
dimensions.

Illustrative examples.—We have written a MATLAB
program to implement our key rate calculations. To il-
lustrate the validity of our program, we show in Fig. 1
that it exactly reproduces the known theoretical depen-
dence of the key rate on error rate, for both the BB84 and
six-state protocols. Likewise, the inset of Fig. 1 shows
perfect agreement between theory and our optimization
for the generalization of BB84 to higher dimensions in-
volving two MUBs.

But ultimately the strength of our approach is its abil-
ity to handle unstructured protocols. We demonstrate
this by investigating an unstructured protocol for which
the optimal key rates is, to our knowledge, unknown.
Namely we consider BB84 but with an arbitrary angle
between the two bases that Alice and Bob measure, see
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FIG. 1: The known theoretical curve for BB84 and the six-
state protocol are shown as black dashed lines, while the re-
sults of our numerical optimization are shown as red (BB84)
and blue (six state) dots. The dots should be viewed as reli-
able lower bounds on the key rate, but in this case they are
perfectly tight, coinciding with the theoretical curves. (Inset)
Higher dimensional analog of BB84, using two MUBs. This
plot shows the theoretical key rate as dashed curves, while
the results of our numerical optimization are shown as circu-
lar dots, for d = 6 (red) and d = 10 (blue) with dA = dB = d.
Again, there is perfect agreement with the theory curves.

Fig. 2. In a sense, this is a toy model for the BB84 proto-
col with experimental imperfections associated with an-
gular errors. The solid curves in Fig. 2 show the result
of our numerical optimization, for three different error
rates.

Let θ be the angle of rotation of the X basis away from
the x-axis of the Bloch sphere, see Fig. 2. Naturally, one
would expect the key rate to go zero as θ → π/2, since
the X basis becomes identical to the Z basis in this limit.
But perhaps the most striking feature of the curves in
Fig. 2 is how slowly these curves to zero as θ increases.
In particular, for small values of θ, our lower bounds on
the key rate are fairly flat, with only a mild dependence
on θ. In this sense, the BB84 protocol is robust to errors
associated with angle variation.

This is in sharp contrast to the lower bounds provided
by the entropic uncertainty relation. Refs. [13, 14] dis-
cussed how the uncertainty relation can provide a lower
bound on the key rate. For the rotated BB84 protocol,
we plot these lower bounds as dashed curves in Fig. 2.
These bounds have the opposite curvature from, and are
much looser than, our numerical bounds. Hence the un-
certainty relation paints a much more pessimistic picture
of angular errors, as compared to our bounds.

Technical statement.—Let us now give a sketch of our
main result [21]. Consider a general entanglement-based
(EB) QKD protocol involving finite-dimensional quan-
tum systems A and B that are respectively received by
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FIG. 2: Comparison of lower bounds on the key rate for the
rotated version of BB84, where the X basis is rotated by an
angle θ away from the x-axis of the Bloch sphere, such that
π/2−θ is the angle between the two bases used in the protocol.
The solid curves are the key rates produced by our numerical
optimization, while the dashed curves are the corresponding
lower bounds obtained from the entropic uncertainty relation.
These are shown for error rates of 0.1% (black), 0.5% (blue),
and 1% (red). Clearly our numerics are dramatically outper-
forming the uncertainty relation in this case.

Alice and Bob. Let ZA (ZB) denote the measurement
that Alice (Bob) performs on system A (B) in order to de-
rive the key. Suppose they use one-way direct reconcilia-
tion for the classical post-processing, then the asymptotic
key rate for collective attacks is given by the Devetak-
Winter formula [10]. Actually, they must minimize this
formula over all states ρAB that are consistent with their
experimental data. Our main result is a reformulation of
this minimization problem as a maximization, as follows:

K ⩾
[
max
λ⃗

f(λ⃗, Γ⃗, γ⃗)

]
−H(ZA|ZB) (1)

where H(ZA|ZB), the conditional entropy of ZA given
ZB , is known from Alice’s and Bob’s data. Generally
speaking, Alice’s and Bob’s data can be written as the
expectation values of a set Γ⃗ = {Γi} of Hermitian ob-
servables Γi, as follows:

⟨Γi⟩ = Tr(ρABΓi) = γi, for each i. (2)

The function f(λ⃗, Γ⃗, γ⃗) in (1) depends on the observables
Γ⃗ and their expectation values γ⃗ := {γi}. It furthermore
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depends on a set of Lagrange multipliers λ⃗ = {λi}, which
are arbitrary real numbers. The precise form of f is given
in the technical manuscript.

The cardinalities of the sets λ⃗ and Γ⃗ are the same.
This means that the number of parameters λi that one
must optimize over, to solve (1), is equal to the number of
experimental constraints that Alice and Bob have. This
has the potential to be significantly less than the num-
ber of parameters in the primal problem, which directly
minimizes the Devetak-Winter formula over all ρAB .

An additional benefit of this approach is that it allows
us to systematically study the effect of experimental con-
straints on the key rate. That is, when Alice and Bob
gradually use more of their experimental data they grad-
ually produce tighter and tighter lower bounds on the
key rate (see examples in [21]).

Our proof of (1) relies on several technical tools.
First is the notion of the duality of optimization, i.e.,
transforming the primal problem to its dual problem
[15]. Second, we employ several entropic identities, from
Refs. [16–18], in order to simplify the dual problem.
Third, we use a recent, important result from Ref. [19]
that solves a relative entropy optimization problem.

Prepare-and-measure.—On the one hand, we present
our results in the entanglement-based (EB) scenario.
However, we expect that many of the more interest-
ing applications of our approach will be in the prepare-
and-measure (PM) scenario. The source-replacement
scheme discussed, e.g., in [5] can transform PM protocols
into the EB framework, and we discuss in the technical
manuscript [21] how this allows us to apply our approach
to PM protocols.

Outlook.—In the future, we plan to use our method
to systematically study the effect of experimental imper-
fections on key rates. Furthermore, we hope to investi-
gate some interesting unstructured protocols for which
the key rate is currently unknown. Just to give an exam-
ple, we are interested in discrete-variable QKD protocols
involving coherent states, i.e., where a small, discrete set
of coherent states are the signal states and information
may be encoded in the phase, e.g., as in Ref. [20].

We envision that our method could be a standard tool
for researchers in the field. We hope to make our MAT-
LAB code publicly available in the distant future. In the
meantime, our main result is simple enough for anyone
to use.
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Quantum key distribution (QKD) allows for communication between distant parties with security
guaranteed by quantum theory. The main theoretical problem in QKD is to calculate the secret key
rate for a given physical protocol. Analytical formulas for the key rate are known for protocols that
have a high degree of symmetry, such as the BB84 and six-state protocols. However, experimental
imperfections tend to break symmetries. Since symmetry is exploited in theoretical treatments,
the effect of experimental imperfections on key rates is difficult to estimate. Furthermore, it is
an interesting question whether (intentionally) asymmetric protocols could offer an advantage over
their symmetric counterparts.

In this work, we develop a robust numerical approach for calculating the key rate for arbitrary
discrete-variable QKD protocols. Ultimately this approach will allow us to investigate the security
of “unstructured” protocols, i.e., those that lack symmetry. Our approach relies on transforming
the key rate calculation to the dual optimization problem, and analytically simplifying the dual
problem using entropic identities. The resulting optimization problem can be solved efficiently, with
significantly less parameters than the primal problem, and gives reliable lower bounds on the key
rate. We illustrate our method by giving tight lower bounds for some unstructured protocols for
which the key rate is unknown.
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I. INTRODUCTION

Secret keys are useful for a variety of tasks, such as en-
crypted communication and authentication. Distribution
of secret keys whose security is guaranteed by quantum
theory was proposed in Ref. [1], and is known as quantum
key distribution (QKD). Both the theory and implemen-
tation of QKD have developed dramatically over the past
three decades; see, for example, Ref. [2].

The main technical problem in QKD is to calculate
how much secret key can be distributed by a given pro-
tocol. This is the key rate problem, where key rate refers
to the number of bits of secret key established divided
by the number of distributed quantum systems. Even
if Alice and Bob have fully characterized their devices,
they still may not know their key rate since the optimal
eavesdropping attack for their protocol may be unknown.

In some special protocols that have a high degree of
symmetry the optimal attack, and hence the key rate, is
known [3]. Examples of such symmetric protocols, where
the signal states have a group-theoretic structure, include
the BB84 [4] and six-state protocols [5]. However, in
some cases it is desirable to implement asymmetric proto-
cols, e.g., the three-state protocol from Ref. [6]. In other
cases, experimentalists may try to implement a symmet-
ric protocol, but more often than not, experimental im-
perfections break symmetries. As a simple example of an
asymmetric protocol where the optimal key rate is still
under study, consider the usual BB84 protocol involving
two orthonormal bases but where the Bloch-sphere angle
between the two bases is arbitrary (instead of 90◦).

We refer to general QKD protocols involving signal
states or measurement choices that lack symmetry as
“unstructured” protocols. Some recent work has made
progress in bounding the key rate for special kinds of
unstructured protocols, such as four-state protocols in
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Ref. [7, 8] and qubit protocols in Ref. [9]. Still, there
is no general method for computing tight bounds on the
key rate for arbitrary unstructured protocols. Yet, often-
times these are the protocols that are most relevant to
experimental implementations.

This motivates our present work, in which we develop
an efficient, numerical approach to calculating key rates.
Our aim is fairly ambitious. We set out to develop a com-
puter program, where Alice and Bob input a description
of their measurement devices and their experimental ob-
servations, and the computer outputs the key rate for
their protocol. This program would allow for any proto-
col, including those that lack structure.

The key rate problem is an optimization problem, since
one must minimize the well-known entropic formula for
the key rate [10] over all states ρAB that satisfy Alice’s
and Bob’s experimental data. For two reasons, we find it
advantageous to go to the dual problem. First, since the
primal problem involves a minimization, the output will
in general be an upper bound on the key rate. But one
is typically more interested in reliable lower bounds, i.e.,
achievable key rates. Transforming to the dual problem
allows one to formulate the problem as a maximization,
and hence approach the key rate from below. Therefore,
every number outputted from our computer program rep-
resents an achievable key rate, even if the computer did
not reach the global maximum.

Second, in many cases, transforming the problem dra-
matically reduces the number of parameters one must
optimize over. For a state ρAB with dA = dim(HA) and
dB = dim(HB), the number of parameters is d2Ad

2
B . For

example, if dA = dB = 10, the number of parameters
that one would have to optimize over is 10000. In con-
trast, in the dual problem, the number of parameters is
equal to the number of experimental constraints that Al-
ice and Bob have. For example, in the generalization of
the BB84 protocol to arbitrary dimensions [11, 12], Alice
and Bob have two constraints, their error rates in the two
mutually-unbiased bases. So, for this protocol, we have
reduced the number of parameters to something that is
constant in dimension. We therefore believe that our ap-
proach (of solving the dual problem) is ideally suited to
efficiently calculate key rates in high dimensions.

We have written a MATLAB program to implement
our key rate calculations. To illustrate the validity of our
program, we show (see Fig. 1) that it exactly reproduces
the known theoretical dependence of the key rate on error
rate, for both the BB84 and six-state protocols.

But ultimately the strength of our approach is its
ability to handle unstructured protocols. We demon-
strate this by investigating two unstructured protocols
for which the key rates are (to our knowledge) unknown.
First we consider BB84 with an arbitrary angle between
the two bases. We show that the key rate is only very
slightly reduced for small deviations in the angle (see
Fig. 3), and in this sense, the protocol is robust to errors
associated with the angle varying. Second, we consider
a generalization of BB84 to higher dimensions that in-

volves coarse-grained measurements (see Figs. 6 and 8).
For both of these unstructured protocols, we compare re-
sults of our numerical optimization with lower bounds
obtained using the entropic uncertainty relation (see
Figs. 5 and 6). We find that our numerics dramati-
cally outperform the uncertainty relation approach, giv-
ing much higher key rates. We even discuss a protocol
for which the uncertainty relation gives a trivial bound
on the key rate, while our numerics obtain positive key
rates (see Fig. 8).

An additional benefit of our approach is that every
number that the computer outputs is a reliable lower
bound, and introducing more experimental constraints
can only increase this lower bound. We demonstrate this
with some simple examples (see Figs. 4 and 7) where,
when Alice and Bob gradually use more of their exper-
imental data they gradually produce tighter and tighter
lower bounds on the key rate. Hence, our program allows
us to systematically study the effect of experimental con-
straints on the key rate.

We focus on asymptotic key rates in this work. Nev-
ertheless, the optimization problem that we solve is also
at the heart of finite-key analysis, e.g., see Lemma 2 in
Ref. [13]. We therefore hope to extend our approach to
the finite-key scenario in future efforts.

In what follows we present our results in the
entanglement-based (EB) scenario, and all of the exam-
ples that we use for illustration are EB protocols. How-
ever, we expect that many of the more interesting ap-
plications of our approach will be in the prepare-and-
measure (PM) scenario. The source-replacement scheme
discussed, e.g., in [3] can transform PM protocols into
the EB framework, and we briefly remark in Sec. VI how
this allows us to apply our approach to PM protocols.

For readability, we first state our main result in Sec. III,
and we postpone its derivation to Sec. VII.

II. SETUP OF THE PROBLEM

Consider a general entanglement-based (EB) QKD
protocol involving finite-dimensional quantum systems A
and B that are respectively received by Alice and Bob.
Let ZA (ZB) denote the measurement that Alice (Bob)
performs on system A (B) in order to derive the key.
Suppose they use one-way direct reconciliation for the
classical post-processing, then the asymptotic key rate
for collective attacks is given by the Devetak-Winter for-
mula [10]:

K = H(ZA|E)−H(ZA|ZB) (1)

where H(X|Y ) = H(ρXY ) − H(ρY ) is the conditional
von Neumann entropy, with H(σ) = −Tr(σ log2 σ), and

ρZAZB =
∑
j,k

Tr[(Zj
A ⊗ Zk

B)ρAB ]|j⟩⟨j| ⊗ |k⟩⟨k|, (2)

ρZAE =
∑
j

|j⟩⟨j| ⊗ TrA[(Z
j
A ⊗ 11)ρAE ]. (3)
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Here, ρABE is the tripartite density operator shared by
Alice, Bob, and Eve. Also, {Zj

A} and {Zk
B} are the sets of

positive operator valued measure (POVM) elements as-
sociated with Alice’s and Bob’s key-generating measure-
ments. In what follows we refer to {Zj

A} as the key-map
POVM.

Typically Alice’s and Bob’s shared density operator
ρAB is unknown to them. A standard part of QKD pro-
tocols is for Alice and Bob to gather data through local
measurements, and in a procedure known as parameter
estimation, they use this data to effectively constrain the
form of ρAB . The measurements used for this purpose
generally have a tensor product form:

Γ⃗ = {Γi} = {ΓA
i ⊗ ΓB

i } (4)

and in general can be assumed to be bounded Hermitian
operators.

From their data, Alice and Bob determine the average
value of each of these measurements:

γ⃗ = {γi}, with γi := ⟨Γi⟩ = Tr(ρABΓi) (5)

and this gives a set of experimental constraints:

C = {Tr(ρABΓi) = γi}. (6)

Now we denote the set of density operators that are con-
sistent with these constraints as:

C = {ρAB ∈ PAB : C holds} (7)

where PAB denotes the set of positive semi-definite op-
erators on HAB , and an additional constraint ⟨11⟩ = 1 is
assumed to be added to the set C to enforce normaliza-
tion.

Because Alice and Bob typically do not perform full
tomography on the state, C includes many density oper-
ators, and hence the term H(ZA|E) in (1) is unknown.
To evaluate the key rate, Alice and Bob must consider
the most pessimistic of scenarios where H(ZA|E) takes
on its smallest possible value that is consistent with their
data. This is a constrained optimization problem, given
as follows:

K = min
ρAB∈C

[H(ZA|E)−H(ZA|ZB)] (8)

where Eve’s system E can be assumed to purify Alice and
Bob’s state ρAB since it gives Eve the most information.
Here the number of parameters in the optimization is
(dAdB)

2, corresponding to the number of parameters in
a positive semi-definite operator on HAB . We refer to
(8) as the primal problem.

III. MAIN RESULT

Our main result is a reformulation of the optimization
problem in (8).

Theorem 1: The solution of the minimization problem
in (8) is lower bounded by the following maximization
problem:

K ⩾ Θ−H(ZA|ZB) (9)

where we define Θ := Θ̂/ ln(2), with

Θ̂ := max
λ⃗

−
∥∥∥∥∑

j

Zj
AR(λ⃗)Z

j
A

∥∥∥∥
∞

− λ⃗ · γ⃗

 , (10)

and

R(λ⃗) := exp
(
−11 − λ⃗ · Γ⃗

)
. (11)

In (10), the optimization is over all vectors λ⃗ = {λi}
with |λ⃗| = |Γ⃗|, where the λi are arbitrary real numbers.
Also, ∥M∥∞ denotes the supremum norm of M , which is
the maximum eigenvalue of M in the case of where the
argument M is positive semi-definite, as in (10).

Notice that the cardinalities of the sets λ⃗ and Γ⃗ are
the same. This means that the number of parameters
λi that one must optimize over, to solve (10), is equal
to the number of experimental constraints that Alice and
Bob have. (More precisely this is the number of indepen-
dent constraints, since one can eliminate constraints that
carry redundant information). This has the potential to
be significantly less than the number of parameters in
the primal problem. Indeed we demonstrate below that
(10) can be easily solved using MATLAB on a personal
computer for a variety of interesting QKD protocols.

Before moving on, consider the following general re-
mark about our optimization.

Remark 1. Adding in more constraints will never de-
crease the key rate obtained from our optimization. One
can see this as follows. Suppose one has n constraints,
which leads to a value of Θ̂ = Θ̂n obtained from op-
timizing (10). Now suppose one adds in an additional
constraint ⟨Γn+1⟩ = γn+1. For this new problem, the
optimization in (10) runs over all values of λn+1, includ-
ing the case where λn+1 = 0. But the case where λn+1

vanishes corresponds to the previous problem, which had
an optimal value of Θ̂n. So the optimal value of the new
problem is lower bounded by Θ̂n.

IV. REPRODUCING LITERATURE RESULTS

A. Introduction

In this section we illustrate our numerical approach
for lower bounding the key rate by considering some
well-known protocols. In particular, we consider the
BB84 protocol, the six-state protocol, and the gener-
alized BB84 protocol involving two mutually-unbiased
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bases (MUBs) in any dimension. In each case, the depen-
dence of the key rate on error rate is known. As we show
below, our numerical approach exactly reproduces these
theoretical dependences, hence illustrating the tightness
of our bounds.

B. BB84 protocol

Consider an entanglement-based version of the BB84
protocol [4], where Alice and Bob each receive a qubit and
measure either the σZ = |0⟩⟨0| − |1⟩⟨1| or σX = |+⟩⟨+| −
|−⟩⟨−| observables, where |±⟩ = (|0⟩ ± |1⟩)/

√
2. Let us

suppose that Alice and Bob each use their Z basis (the
standard basis) in order to generate key.

Suppose that Alice and Bob observe that their error
rates in the X and Z bases are identical and equal to Q,
then it is known (see, e.g., [2]) that the key rate is given
by

K = 1− 2h(Q) (12)

where h(p) := −p log2 p− (1−p) log2(1−p) is the binary
entropy. The dependence of K on Q in Eq. (12) is plotted
as the red solid curve in Fig. 1(A).

To reproduce this result using our numerics, we write
the optimization problem as follows:

Key-map POVM: ZA = {|0⟩⟨0|, |1⟩⟨1|} (13a)
Constraints: ⟨11⟩ = 1 (13b)

⟨EX⟩ = Q (13c)
⟨EZ⟩ = Q (13d)

where the error operators are defined as

EZ := |0⟩⟨0| ⊗ |1⟩⟨1|+ |1⟩⟨1| ⊗ |0⟩⟨0| (14)
EX := |+⟩⟨+| ⊗ |−⟩⟨−|+ |−⟩⟨−| ⊗ |+⟩⟨+|. (15)

Equation (13) highlights the fact that, as far as the opti-
mization in (10) is concerned, a QKD protocol is defined
the POVM elements used for generating the key, and
the experimental constraints used for “parameter estima-
tion”. Once these two things are specified, the protocol
is defined and the key rate is determined.

Numerically solving the problem defined in (13), for
several different values of Q, leads to the blue dots de-
picted in Fig. 1(A). Note that they agree perfectly with
the theoretical curve, indicating that our lower bound is
perfectly tight in this case.

C. Six state protocol

Consider an entanglement-based version of the six-
state protocol, where Alice and Bob each measure in one
of three MUBs (X, Y , or Z) on their qubit. Suppose
that Alice and Bob observe that their error rates in all
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FIG. 1: (A) The known theoretical curve for BB84 is shown in
red, while the results of our numerical optimization are shown
as blue dots. The blue dots should be viewed as reliable lower
bounds on the key rate, but in this case they happen to be
perfectly tight, coinciding with the theoretical curve. (B) A
similar plot is shown for the six-state protocol.

three MUBs are identical and equal to Q, then the key
rate is given by [5]

K = 1− h(Q)−Q+ (1 +Q) ∗ h
(
1− 3Q/2

1−Q

)
(16)

This dependence of K on Q is plotted as the red solid
curve in Fig. 1(B).

To reproduce this result using our numerics, we write
the optimization problem as:

Key-map POVM: ZA = {|0⟩⟨0|, |1⟩⟨1|} (17a)
Constraints: ⟨11⟩ = 1 (17b)

⟨EXY ⟩ = Q (17c)
⟨EZ⟩ = Q (17d)

where EZ is defined in (14) and EXY = (1/2)∗(EX+EY )
quantifies the average error for X and Y , with

EY := |y+⟩⟨y+| ⊗ |y+⟩⟨y+|+ |y−⟩⟨y−| ⊗ |y−⟩⟨y−| (18)
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where |y±⟩ = (|0⟩ ± i|1⟩)/
√
2.

Numerically solving the problem defined in (17), for
several values of Q, leads to the blue dots in Fig. 1(B).
Much like the BB84 case, they agree with the theoretical
curve, hence our lower bound is perfectly tight for the
six-state protocol.

We remark that, in theory, one can get an improved
bound on the key rate by splitting up the constraint
⟨EXY ⟩ = Q into the more fine-grained constraints
⟨EX⟩ = Q and ⟨EY ⟩ = Q. However, our numerics show
that this is not necessary, the coarse-grained constraint
⟨EXY ⟩ = Q is enough to produce a tight bound.

D. Two MUBs in higher dimensions

A distinct advantage of our approach of solving (10)
instead of the primal problem (8) is that we can easily
perform the optimization in higher dimensions, where the
number of parameters in (8) would be quite large.

To illustrate this, we consider a generalization of the
BB84 to arbitrary dimension, where Alice and Bob mea-
sure generalized versions of the X and Z bases. This
protocol has been implemented, e.g., in Ref. [12] using
orbital angular momentum.

Taking Z to be the standard basis {|j⟩}, Alice’sX basis
can be taken as the Fourier transform {F |j⟩}, where

F =
∑
j,k

ω−jk|j⟩⟨k|

is the Fourier matrix, with ω = e2πi/d, and for simplic-
ity we choose Alice’s and Bob’s dimension to be equal:
dA = dB = d. Bob’s X basis is set to {F ∗|j⟩}, where F ∗

denotes the conjugate of F in the standard basis.
Suppose that Alice and Bob observe that their error

rates in Z and X are identical and equal to Q, then the
key rate is given by [3, 11]

K = log2 d− 2h(Q)− 2Q log2(d− 1) (19)

This dependence of K on Q is plotted as the solid curves
in Fig. 2, for the cases d = 6, 8, 10.

To reproduce this result using our numerics, we first
note Fano’s inequality:

H(ZA|ZB) ⩽ h(Q) +Q log2(d− 1), (20)

which, when applied to Eq. (9), gives

K ⩾ Θ− [h(Q) +Q log2(d− 1)]. (21)

Then we solve for Θ numerically, specifying the problem
as

Key-map POVM: ZA = {|0⟩⟨0|, |1⟩⟨1|, ..., |d− 1⟩⟨d− 1|}
(22a)

Constraints: ⟨11⟩ = 1 (22b)
⟨EX⟩ = Q (22c)
⟨EZ⟩ = Q (22d)
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FIG. 2: Higher dimensional analog of BB84, using two MUBs.
This plot shows the theoretical key rate as solid curves, and
the result of our numerical optimization as circular dots, for
dA = dB = d, with d = 6 (blue), d = 8 (red), and d = 10
(black). Again, the circular dots should be viewed as reliable
lower bounds on the key rate, but in this case they happen to
be perfectly tight.

Here, the generalized error operators can be written as
EZ = 11 − CZ and EX = 11 − CX , with

CZ :=
d−1∑
j=0

|j⟩⟨j| ⊗ |j⟩⟨j| (23)

CX :=
d−1∑
j=0

F |j⟩⟨j|F † ⊗ F ∗|j⟩⟨j|FT (24)

where FT is the transpose of F in the standard basis.

Numerically solving for Θ with the above constraints
gives the circular dots shown in Fig. 2. The figure shows
the cases d = 6, 8, 10, and clearly there is perfect agree-
ment with the theory. (Likewise, we have verified that we
get perfect agreement for all d in the range 2 ⩽ d ⩽ 10,
and naturally we suspect that the trend would continue
for higher d.)

We again emphasize that the calculation of Θ here is
very efficient, and can easily handle higher dimension.
This is because the number of parameters one is opti-
mizing over is independent of dimension - equal to the
number of constraints, which in this case is 3. This is in
sharp contrast to the primal problem in (8), where the
number of parameters is d4, which would be 10000 for
d = 10.
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V. INVESTIGATING UNSTRUCTURED
PROTOCOLS

A. Introduction

We now move on to the task of using our numerical
optimization for its intended purpose: studying unstruc-
tured protocols. We are encouraged by the fact that our
bounds were tight for the structured protocols discussed
above, and so there is reason to suspect that we will get
strong bounds in the unstructured case.

B. BB84 protocol with rotated basis

We first consider a variation on the BB84 protocol
where Alice and Bob each measure either the Z or W
basis, where the W basis states are given by:

|W±⟩ = e−iσY θ/2|±⟩

where σY = −i|0⟩⟨1| + i|1⟩⟨0|. In other words, the W
basis is rotated away from X axis, towards the Z axis,
by an angle θ. (See the inset of Fig. 3.) Let us refer to
this as the rotated BB84 protocol.

Suppose that Alice and Bob observe that their error
rates in both the Z and W bases are identical and equal
to Q. We will show that is already enough to obtain a
strong bound on the key rate. But we also find that they
can obtain an even stronger bound if they use more of
their measurement data. In particular, note that there
can be correlations between Alice’s W basis and Bob’s Z
basis. Such correlations are typically absent in the usual
BB84, but they can play a role in the rotated protocol
that we are considering.

Again, starting from the bound:

K ⩾ Θ− h(Q), (25)

we are motivated to solve for Θ via the following opti-
mization problem:

Key-map POVM: ZA = {|0⟩⟨0|, |1⟩⟨1|} (26a)
Constraints: ⟨11⟩ = 1 (26b)

⟨EW ⟩ = Q (26c)
⟨EZ⟩ = Q (26d)

⟨CWZ⟩ = Q+ (1− 2Q) cos2
(
π/2− θ

2

)
(26e)

Here, the W error operator is

EW := |W+⟩⟨W+| ⊗ |W−⟩⟨W−|+ |W−⟩⟨W−| ⊗ |W+⟩⟨W+|

and the correlation between Alice’s W and Bob’s Z is
quantified via the operator

CWZ := |W+⟩⟨W+| ⊗ |0⟩⟨0|+ |W−⟩⟨W−| ⊗ |1⟩⟨1|. (27)
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FIG. 3: Asymmetric version of BB84, involving orthonormal
bases W and Z, where the W basis is rotated by an angle θ
away from the X axis of the Bloch sphere, such that π/2− θ
is the Bloch sphere angle between W and Z. A schematic de-
piction of the Bloch sphere is shown in the lower-left corner.
The plot shows (a lower bound on) the key rate as a function
of θ as computed by our numerical optimization, for four dif-
ferent error rates: 0.1% (black), 0.5% (blue), 1% (red), and
2% (green).

The expression that appears in (26) for ⟨CWZ⟩ corre-
sponds to the value that one would obtain for a Werner
state of the form ρAB = (1−2Q)|Φ0⟩⟨Φ0|+Q(11/2), where
|Φ0⟩ = (|00⟩+ |11⟩)/

√
2 is the standard Bell state.

Solving the optimization problem defined in (26), for
various values of Q and θ, leads to the curves shown in
Fig. 3. Naturally, one would expect the key rate to go
zero as θ → π/2, since the W basis becomes identical to
the Z basis in this limit. But perhaps the most striking
feature of the curves in Fig. 3 is how slowly these curves
to zero as θ increases. In particular, for small values of
θ, our lower bounds on the key rate are fairly flat, with
only a mild dependence on θ.

One can think of this protocol as a toy model for exper-
imental imperfections that occur when experimentalists
attempt to implement the BB84 protocol, but have an-
gular errors. Experimentally, it is not uncommon for θ
to deviate away from zero by a few degrees. But note
that Fig. 3 is plotted in radians. Hence, according to our
results, a few degrees error would translate into a key
rate that is very close to the value at θ = 0.

Finally, in relation to Remark 1, we note the following.
It is interesting to look at the hierarchy of lower bounds
that we can obtain by gradually including more of the
constraints in (26). This is shown in Fig. 4. Including
only the constraints in (26b) and (26c) gives the red curve
in Fig. 4. Adding in (26d) gives the blue curve, and
further adding in (26e) gives the black curve. Hence, as
noted in Remark 1, the bounds get tighter as one adds
in more constraints, as one can clearly see in Fig. 4. It is
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FIG. 4: A hierarchy of lower bounds on the key rate, for the
rotated BB84 protocol, with Q = 2%. The bounds obtained
from our optimization become tighter as one adds in more
constraints. Including only the constraints in (26b) and (26c)
gives the red curve. Adding in (26d) gives the blue curve,
and further adding in (26e) gives the black curve. All of these
bounds lie above the black dashed line, which is the bound
that one obtains from the entropic uncertainty relation.

interesting to note that all of the bounds in this hierarchy
lie above the dashed line in Fig 4, which is the bound that
one can obtain from the entropic uncertainty relation.
We discuss the uncertainty relation approach in the next
subsection.

C. Comparison with uncertainty relation approach

Consider the entropic uncertainty relation allowing for
quantum memory [14, 15],

H(ZA|E) +H(WA|WB) ⩾ log2(1/c) (28)

where the complementarity factor for the POVMs ZA

and WA is given by

c := max
j,k

∥∥∥∥√Zj
A

√
W k

A

∥∥∥∥2
∞

(29)

Inserting this formula into Eq. (1) gives

K ⩾ log2(1/c)− [H(WA|WB) +H(ZA|ZB)] . (30)

Hence the entropic uncertainty relation allows us to lower
bound the key rate. This approach for bounding the key
rate was proposed in Refs. [14, 16].

Let us now compare the bound in (30) to the bounds
that we obtain from our optimization. Consider again
the rotated BB84 protocol. Here, the complementarity
factor simplifies to:

c = cos2
(
π/2− θ

2

)
. (31)
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FIG. 5: Comparison of lower bounds on the key rate for the
rotated version of BB84 described in Fig. 3. The entropic
uncertainty relation provides a lower bound on the key rate,
and is shown by the dashed curves in the plot, for error rates
of 0.1% (black), 0.5% (blue), and 1% (red). The plot shows
that these lower bounds are significantly less tight than the
corresponding bounds obtained from our numerical optimiza-
tion.

Also, assuming an error rate of Q for both the Z and W
bases, we obtain

K ⩾ log2

[
1/ cos2

(
π/2− θ

2

)]
− 2h(Q). (32)

Figure 5 shows the dependence of the bound provided
by (32) for various error rates. It is interesting that the
uncertainty relation bounds have a convex dependence
on θ. In contrast, our numerical bounds have a concave
dependence on θ. Furthermore, our bounds are much
stronger, particularly for large θ. It seems that the key
rate is much more robust to small variations in θ than
the uncertainty relation would suggest.

We remark that there are other methods [7–9] in the
literature, besides the entropic uncertainty relation, that
can be applied to the rotated BB84 protocol. For exam-
ple, we have also compared our numerics to the bound
in Ref. [8]. While the bound in Ref. [8] outperforms the
entropic uncertainty relation in this case, our bound is
still significantly tighter than that of Ref. [8].

D. Protocols with binary measurements in
dimension d

1. Binary X measurement

Let us consider another generalization of the BB84
protocol, where dA = dB = d, and Alice and Bob use
their Z bases to generate key (and for parameter estima-
tion). However instead of using their X bases for param-
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eter estimation, they use a coarse-grained version of X.
Namely, Alice and Bob respectively use the POVMs:

X̃A = {X̃0
A, X̃

1
A} = {|X0⟩⟨X0|, 11 − |X0⟩⟨X0|},

X̃B = {X̃0
B , X̃

1
B} = {|X0⟩⟨X0|, 11 − |X0⟩⟨X0|} (33)

where |X0⟩ = F |0⟩ and |X0⟩ = F ∗|0⟩.
Suppose the error rate in the Z basis is Q, then as

discussed previously, Fano’s inequality (20) implies

K ⩾ Θ− [h(Q) +Q log2(d− 1)]. (34)

We compute Θ with the following optimization problem:

Key-map POVM: ZA = {|0⟩⟨0|, |1⟩⟨1|, ..., |d− 1⟩⟨d− 1|}
(35a)

Constraints: ⟨11⟩ = 1 (35b)

⟨EX̃⟩ = 2

d
∗Q (35c)

⟨EZ⟩ = Q (35d)
⟨EX̃0

⟩ = (1−Q)/d (35e)

Here, the X̃ error operator is

EX̃ := X̃0
A ⊗ X̃1

B + X̃1
A ⊗ X̃0

B (36)

and we also find it helpful to introduce the operator

EX̃0
:= X̃0

A ⊗ X̃0
B. (37)

The correlations given by the constraints in (40) are con-
sistent with those of a Werner state.

Solving the optimization problem defined in (40), for
d = 3, 4, 5, leads to the solid curves shown in Fig. 6.
Note that as the error rate Q goes to zero, the key rates
approach the value of log2 d, which is the same behavior
as one sees in Eq. (19) for the fine-grained protocol. In
this sense, we see that the effect of coarse-graining the
parameter estimation observable is not too detrimental -
so long as the error rate is low.

For comparison, we can obtain a bound using the en-
tropic uncertainty relation. In this case

c = (d− 1)/d

and from (30) we obtain the bound

K ⩾ log2

(
d

d− 1

)
− [h(2Q/d) + h(Q) +Q log2(d− 1)].

(38)

The dashed lines in Fig. 6 correspond to the bounds
provided by (38). Clearly the numerical approach gives
much stronger bounds than the uncertainty relation in
this case.

Analogous to Fig. 4, it is interesting to consider the
heirarchy of lower bounds that we obtain by including
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FIG. 6: Comparison of lower bounds on the key rate for
the coarse-grained BB84, where Z is fine-grained while X
is coarse, and the error rate refers to the Z basis. The en-
tropic uncertainty relation provides a lower bound on the key
rate, and is shown by the dashed curves in the plot, for d = 3
(blue), d = 4 (red), and d = 5 (black). The plot shows that
these lower bounds are significantly less tight than the corre-
sponding bounds obtained from our numerical optimization,
which are shown as solid curves.
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d = 3
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FIG. 7: A hierarchy of lower bounds on the key rate for the
coarse-grained BB84 protocol defined by Eq. (40), with d = 3.
Including only the constraints in (40b) and (40c) gives the
green curve. Adding in (40d) gives the red curve, whereas
instead adding in (40e) gives the blue curve. Including all
four constraints gives the black curve. All of these bounds lie
above the black dashed line, which is the bound (38) obtained
from the entropic uncertainty relation.

more or less of the constraints in (40). This is depicted in
Fig. 7. Including only the constraints in (40b) and (40c)
gives the green curve in Fig. 7. Adding in (40d) gives
the red curve, whereas instead adding in (40e) gives the
blue curve. Including all four constraints gives the black
curve.
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FIG. 8: Lower bounds on the key rate for the coarse-grained
BB84, where both Z and X are coarse-grained, for d = 3
(black), d = 4 (blue), and d = 5 (red). The entropic uncer-
tainty relation does not provide a non-trivial bound on the
key rate in this case.

2. Binary X and Z measurements

Consider a slight modification of the previous proto-
col, where the key-generating measurement is also coarse-
grained, and is given by:

Z̃ = {Z̃0, Z̃1} = {|0⟩⟨0|, 11 − |0⟩⟨0|}

Suppose that Alice and Bob’s error rates for the Z̃ and
X̃ measurements are both Q, then

K ⩾ Θ− h(Q), (39)

and we consider the optimization problem:

Key-map POVM: ZA = {Z̃0, Z̃1} (40a)
Constraints: ⟨11⟩ = 1 (40b)

⟨EX̃⟩ = Q (40c)
⟨EZ̃⟩ = Q (40d)
⟨EX̃0

⟩ = 1/d−Q/2 (40e)

Here, the Z̃ error operator is

EZ̃ := Z̃0 ⊗ Z̃1 + Z̃1 ⊗ Z̃0 (41)

Solving the optimization problem in (40), for d =
3, 4, 5, leads to the curves shown in Fig. 8. It is inter-
esting that we obtain positive key rates for this protocol.

In contrast, the entropic uncertainty relation, in this
case, leads to no non-trivial bounds on the key rate for
d ⩾ 3, since we have c ⩾ 1 for the X̃ and Z̃ measure-
ments. So this is an example where the uncertainty re-
lation predicts no security, whereas our numerics predict
distillable key.

VI. PREPARE-AND-MEASURE SCENARIO

Our results stated above were for the EB scenario.
However, we expect that many of the interesting appli-
cations of our approach will be for prepare-and-measure
(PM) protocols. Let us briefly sketch how our approach
can be used in the PM scenario.

Consider a PM protocol involving the set of N signal
states {|ϕj⟩}. It is well-known that PM protocols can
be recast as EB protocols using the source-replacement
scheme (see, e.g., [2, 3]). Namely, one forms the following
entangled state:

|ψ⟩AA′ =
∑
j

1√
N

|j⟩|ϕj⟩. (42)

One imagines that Alice keeps system A, while system
A′ is sent over an insecure quantum channel E to Bob,
resulting in:

ρAB = (I ⊗ E)(|ψAA′⟩⟨ψAA′ |). (43)

The numerical optimization approach described above
can then be applied to the state ρAB in (43). However,
in addition to the constraints obtained from the results
of Alice’s and Bob’s measurements, we must add in some
additional constraints, to account for the special form of
ρAB in (43). In particular, note that the partial trace
over B gives:

ρA =
∑
j,k

1√
N

⟨ϕk|ϕj⟩|j⟩⟨k|. (44)

The form of ρA depends on the inner products between
the signal states, which (we assume) Alice knows. Sup-
pose {Ωi} is a set of tomographically complete observ-
ables on system A, then one can add in the expectation
values of these observables into the set of constraints.
That is, add

⟨Ωi⟩ = ωi, for each i (45)

to the set C in (6). This will capture Alice’s knowledge
of her reduced density operator.

VII. TECHNICAL DERIVATION

Our proof of Theorem 1 relies on several technical
tools. First is the notion of the duality of optimization,
i.e., transforming the primal problem to its dual problem.
Second, we employ several entropic identities in order to
simplify the dual problem. Most of these entropic identi-
ties are from the literature (Refs. [15, 17, 18]), although
our statement of coherence continuity (Lemma 3) may
be novel. Third, we use a recent, important result from
Ref. [19] that solves a relative entropy optimization prob-
lem.
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A. Primal problem

In what follows, for readability, we will first derive our
main result for the special case where the key-generating
POVM ZA = {Zj

A} is a projective measurement, i.e.,
where the Zj

A are projectors (of arbitrary rank). Then
we will extend the derivation to arbitrary POVMs in
Sec. VII F.

Let us recall the primal problem discussed in Sec. II:

K = min
ρAB∈C

[H(ZA|E)−H(ZA|ZB)] (46)

=

[
min

ρAB∈C
H(ZA|E)

]
−H(ZA|ZB) (47)

Here we noted that the second term in (46), H(ZA|ZB),
will be determined experimentally and hence can be
pulled out of the optimization. So we only need to opti-
mize the first term.

Now we will show that this is a convex optimization
problem.
Lemma 2: Let system E purify ρAB . Then H(ZA|E) is
a convex function of ρAB .

Proof. From Refs. [15, 18], we have the following relation
between the conditional entropy and relative entropy:

H(ZA|E) = D

(
ρAB||

∑
j

Zj
AρABZ

j
A

)
(48)

where

D(σ||τ) := Tr(σ log2 σ)− Tr(σ log2 τ).

Due to the joint convexity of the relative entropy, it fol-
lows that the right-hand side of (48) is a convex function
of ρAB , hence proving the desired result.

Due to Lemma 2 and the fact that the constraints in
(6) are all linear functions of ρAB, Eq. (47) is a convex
optimization problem.

B. Coherence

Before transforming to the dual problem, let us make
some remarks about the connection of our problem to a
quantity known as coherence [20]. For some set of orthog-
onal projectors Π = {Πj} that decompose the identity,∑

j Πj = 11, the coherence (sometimes called relative en-
tropy of coherence) of state ρ is defined as [20]:

Φ(ρ,Π) = D(ρ||
∑
j

ΠjρΠj) (49)

Consider the following rescaled version of our primal
problem,

α = min
ρAB∈C

H(ZA|E) (50)

Using an entropic identity from Refs. [15, 18], namely the
one in (48), this can be rewritten as a coherence mini-
mization problem:

α = min
ρAB∈C

Φ(ρAB , ZA). (51)

Hence we make the connection that calculating the secret
key rate is related to optimizing the coherence.

Coherence has some nice properties. One property that
we will make explicit use of is its continuity in the state
ρ, which we prove in the following lemma.
Lemma 3: Let ρ and σ be two density operators on a
Hilbert space of dimension d. Suppose they are close in
trace distance T (τ, τ ′) := (1/2)Tr|τ − τ ′|, in particular,
suppose T (ρ, σ) ⩽ 1/e. Then the coherence’s of ρ and σ
are nearly equal:

∆Φ := |Φ(ρ,Π)− Φ(σ,Π)|
⩽ 2[T (ρ, σ) log2 d− T (ρ, σ) log2 T (ρ, σ)]. (52)

Proof. The proof uses Fannes’ inequality, which states
that

|H(ρ)−H(σ)| ⩽ T (ρ, σ) log2 d− T (ρ, σ) log2 T (ρ, σ),
(53)

which holds so long as T (ρ, σ) ⩽ 1/e. Note that, because
of the monotonicity of the trace distance under quantum
channels, we also have T (ρΠ, σΠ) ⩽ 1/e, where ρΠ =∑

j ΠjρΠj and σΠ =
∑

j ΠjσΠj . Hence (53) also holds
for the states ρΠ and σΠ.

Noting that log ρΠ =
∑

j Πj(log ρΠ)Πj , we have

H(ρΠ) = −Tr(ρ log ρΠ),

and hence we can rewrite the coherence as

Φ(ρ,Π) = H(ρΠ)−H(ρ).

This allows us to bound the coherence difference:

∆Φ =|H(ρΠ)−H(σΠ) +H(σ)−H(ρ)| (54)
⩽|H(ρΠ)−H(σΠ)|+ |H(σ)−H(ρ)| (55)
⩽T (ρΠ, σΠ) log2 d− T (ρΠ, σΠ) log2 T (ρΠ, σΠ)

+ T (ρ, σ) log2 d− T (ρ, σ) log2 T (ρ, σ) (56)
⩽2[T (ρ, σ) log2 d− T (ρ, σ) log2 T (ρ, σ)], (57)

where the last line uses T (ρΠ, σΠ) ⩽ T (ρ, σ), as well
as the monotonicity of (−x log x) over the interval x ∈
[0, 1/e].

C. Change of domain

We now wish to argue that the domain of our opti-
mization problem can be restricted to positive definite
matrices, i.e., states that are full rank. Our argument
proceeds as follows.
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Consider the following three problems, which we will
show have the same optimal values.

Problem 1: a1 = min
ρ∈S1

Φ(ρ,Π) (58)

Problem 2: a2(ε) = min
ρ∈S2(ε)

Φ(ρ,Π) (59)

Problem 3: a3 = min
ρ∈S3

Φ(ρ,Π) (60)

with

S1 := {ρ ∈ Hd : ρ ⩾ 0,Tr(ρΓ⃗) = γ⃗}

S2(ε) := {ρ ∈ Hd : ρ ⩾ ε11,Tr(ρΓ⃗) = (1− dε)γ⃗ + εTr(Γ⃗)}

S3 := {ρ ∈ Hd : ρ > 0,Tr(ρΓ⃗) = γ⃗}

where Hd is the set of d× d Hermitian matrices, and for
compactness we write the constraints involving Γ⃗ = {Γi}
as a vector equation. Here we take ε > 0 to be a small
positive number, ε≪ 1.
Proposition 4: For ε≪ 1,

a2(ε) ≈ a1. (61)

Proof. The proof relies on the continuity of coherence and
the fact that there exists a bijection between the domains
S1 and S2(ε). Let us construct this bijection map. Let
the map Mε act on a state ρ via

Mε(ρ) = (1− dε)ρ+ ε11.

Note that if ρ ∈ S1, then Mε(ρ) ∈ S2(ε). Now consider
the inverse map M−1

ε , whose action is given by

M−1
ε (ρ) = (ρ− ε11)/(1− dε).

Note that M−1
ε (Mε(ρ)) = ρ. Also, if ρ ∈ S2(ε), then

M−1
ε (ρ) ∈ S1. Hence the maps Mε and M−1

ε establish
a one-to-one pairing, i.e., a bijection, between the states
in S1 and the states in S2(ε).

Next we argue that this bijection does not change the
coherence much, due to continuity of coherence. First
note that the states ρ and Mε(ρ) are close in trace dis-
tance: T (ρ,Mε(ρ)) = dεT (ρ, 11/d) ⩽ dε. From Eq. (52)
we have that

|Φ(ρ,Π)− Φ(Mε(ρ),Π)| ⩽ −2dε log2 ε. (62)

The right-hand side of (62) goes to zero as ε→ 0. Hence,
the range of coherence values associated with S1 is equal
to the range of coherence values associated with S2(ε),
in the limit of small ε, proving the desired result.

Finally, we argue that Problem 3 is a special case of
Problem 2. Note that the following two conditions are
equivalent:

(ρ > 0) ↔ (∃ε > 0 such that ρ ⩾ ε11) (63)

As a consequence, we have that

lim
ε→0+

S2(ε) = S3. (64)

Combining this with Eq. (61), we have

a3 = lim
ε→0+

a2(ε) = a1. (65)

Because of this, we can change the domain of our opti-
mization, from positive semi-definite matrices to positive
definite matrices. That is,

α = min
ρAB∈C+

Φ(ρAB , ZA) (66)

where

C+ = {ρAB ∈ HdAdB
: ρAB > 0,Tr(ρABΓ⃗) = γ⃗}. (67)

D. Dual problem

Due to a pesky factor of ln(2), it is useful to rescale
the primal problem as follows:

α̂ := α ln(2) = min
ρAB∈C+

Φ̂(ρAB , ZA) (68)

where, henceforth, we generally use the notation M̂ :=
M ln(2), for any quantity M .

The dual problem [21] of (68) is given by the following
unconstrained optimization:

β̂ = max
λ⃗

min
ρAB∈D+

L(ρAB, λ⃗) (69)

where

D+ = {ρAB ∈ HdAdB
: ρAB > 0}.

Here the Lagrangian is given by

L(ρAB , λ⃗) := Φ̂(ρAB , ZA) +
∑
i

λi[Tr(ρABΓi)− γi]

(70)

where the λ⃗ = {λi} are Lagrange multipliers.
In what follows, we will go through several steps in

order to simplify the dual problem. The main technical
tools that we employ are entropic identities and a result
from Ref. [19] that solves a relative entropy optimization
problem.

It helps to first state the following identity for the rel-
ative entropy, from Refs. [17, 18].
Lemma 5: Let Π = {Πj} be a set of orthogonal pro-
jectors that decompose the identity,

∑
j Πj = 11. For

some density operator τ , the closest density operator
that is block-diagonal with respect to the Π projectors
is

∑
j ΠjτΠj , provided closeness is measured by the rel-

ative entropy. That is:

min
ω∈D

D
(
τ ||

∑
j

ΠjωΠj

)
= D

(
τ ||

∑
j

ΠjτΠj

)
(71)

where D is the set of density operators.
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Proof. For any state ω, one can show that

D
(
τ ||

∑
j

ΠjωΠj

)
=D

(
τ ||

∑
j

ΠjτΠj

)
+D

(∑
j

ΠjτΠj ||
∑
j

ΠjωΠj

)
(72)

Since the last term in (72) is non-negative, this implies
that the left-hand side cannot be smaller than the first
term on the right-hand side.

Hence we have

Φ̂(ρAB , ZA) = D̂

(
ρAB ||

∑
j

Zj
AρABZ

j
A

)
(73)

= min
σAB∈D

D̂

(
ρAB||

∑
j

Zj
AσABZ

j
A

)
. (74)

Next, we interchange the two minimizations in (69)

min
ρAB∈D+

min
σAB∈D

f(ρAB , σAB , λ⃗)

= min
σAB∈D

min
ρAB∈D+

f(ρAB , σAB , λ⃗) (75)

where

f(ρAB , σAB, λ⃗) := D̂

(
ρAB ||

∑
j

Zj
AσABZ

j
A

)
+
∑
i

λi(⟨Γi⟩ − γi). (76)

Ref. [19] solved a relative entropy optimization problem,
a special case of which is our problem:

min
ρAB∈D+

f(ρAB , σAB , λ⃗). (77)

From [19], the unique solution of (77) is

ρ∗AB = exp

(
Q(λ⃗) + ln

(∑
j

Zj
AσABZ

j
A

))
(78)

where

Q(λ⃗) := −11 −
∑
i

λiΓi.

Inserting, (78) into (76) gives the optimal value

f(ρ∗AB , σAB , λ⃗) = −Tr(ρ∗AB)−
∑
i

λiγi. (79)

In summary the dual problem becomes:

β =max
λ⃗

η(λ⃗) (80)

with

η(λ⃗) := − max
σAB∈D

[
Tr(ρ∗AB) + λ⃗ · γ⃗

]
. (81)

E. Lower bound

We can obtain a simple lower bound on η(λ⃗) as follows.
The Golden-Thompson inequality states that:

Tr(exp(A+B)) ⩽ Tr(exp(A) exp(B)). (82)

Applying this inequality gives:

Tr(ρ∗AB) ⩽ Tr
(
exp(Q(λ⃗)) exp(ln

∑
j

Zj
AσABZ

j
A)

)
= Tr

(
exp(Q(λ⃗))

∑
j

Zj
AσABZ

j
A

)
= Tr

(∑
j

Zj
A exp(Q(λ⃗))Zj

AσAB

)
. (83)

Next, note that

max
σAB∈D

Tr
(∑

j

Zj
A exp(Q(λ⃗))Zj

AσAB

)
=

∥∥∥∥∑
j

Zj
A exp(Q(λ⃗))Zj

A

∥∥∥∥
∞
. (84)

Hence, we have

β̂ ⩾ max
λ⃗

−∥∥∥∥∑
j

Zj
A exp(Q(λ⃗))Zj

A

∥∥∥∥
∞

− λ⃗ · γ⃗

 . (85)

By weak duality [21], the dual problem gives a lower
bound on the primal problem, i.e., α̂ ⩾ β̂. So we arrive
at our final result:

α ⩾ 1

ln(2)
max
λ⃗

−∥∥∥∥∑
j

Zj
A exp(Q(λ⃗))Zj

A

∥∥∥∥
∞

− λ⃗ · γ⃗

 ,

(86)

where the right-hand side is denoted as Θ in Theorem 1.

F. POVMs

The above result, derived for projective measurements,
naturally extends to POVMs, as follows. First we note
that the primal problem is convex.
Lemma 6: Let system E purify ρAB. Then H(ZA|E) is
a convex function of ρAB .

Proof. Let ZA = {Zj
A} be a Naimark extension of Al-

ice’s POVM ZA = {Zj
A}, i.e., ZA is a projective mea-

surement on an enlarged Hilbert space HA, in which
HA is a subspace. Since the ZA and ZA measurements
have the same statistics, we have H(ZA|E) = H(ZA|E).
Let V : HA → HA be the isometry that embeds sys-
tem A into the Naimark extended system, A, and let
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ρ̃AB = (V ⊗11)ρAB(V
†⊗11) denote the Naimark extended

state. From Refs. [15, 18], we have:

H(ZA|E) = D

(
ρ̃AB ||

∑
j

Zj
Aρ̃ABZ

j
A

)
(87)

Due to the joint convexity of the relative entropy, it fol-
lows that the right-hand side of (87) is a convex function
of ρAB , proving the desired result.

Next we rewrite the primal problem in terms of a
coherence-like quantity. Consider some POVM P = {Pj}
with Pj ⩾ 0 for each j, and

∑
j Pj = 11. Let us first define

a generalized notion of coherence as follows,

ΦG(ρ, P ) := D(ρ||
∑
j

PjρPj) (88)

where we note that the second argument
∑

j PjρPj is not
necessarily normalized.

Suppose Alice’s measurement is an arbitrary POVM,
ZA = {Zj

A}. Then, from Ref. [15], we have:

H(ZA|E) ⩾ ΦG(ρAB, ZA) (89)

where E can be taken to purify ρAB . Hence we can define
(or lower bound) the primal problem as

α := min
ρAB∈C

ΦG(ρAB , ZA) (90)

One can show that ΦG(ρ, P ) is continuous in ρ using
an argument similar to the one in Sec. VIIB. Hence the
domain of optimization can be restricted, as in (66), to
positive definite matrices:

α = min
ρAB∈C+

ΦG(ρAB , ZA) (91)

where C+ is defined in (67).
One can then transform to the dual problem, as de-

scribed above. The only subtlety is that the analog of
Eq. (74) can be written as an inequality:

Φ̂G(ρAB , ZA) = D̂

(
ρAB||

∑
j

Zj
AρABZ

j
A

)
(92)

⩾ min
σAB∈D

D̂

(
ρAB||

∑
j

Zj
AσABZ

j
A

)
. (93)

The rest of the derivation proceeds as described in the
previous subsection.

VIII. CONCLUSIONS

We address one of the main outstanding problems in
QKD theory: how to calculate key rates for arbitrary
protocols. Our main result is a numerical method for
lower-bounding key rates that is both efficient and re-
liable. It is reliable in the sense that, by reformulating
the problem as a maximization, every solution that one’s
computer outputs is an achievable key rate. It is efficient
in the sense that we have reduced the number of parame-
ters in the optimization problem from d2Ad

2
B down to the

number of experimental constraints, which in some cases
is independent of dimension.

The power of our approach is perhaps demonstrated
best by Fig. 5, which shows that our numerical method
dramatically outperforms a commonly used analytical
method for lower-bounding the key rate.

The practical motivation for our work is two-fold.
First, experimental imperfections tend to break symme-
tries, which means that theoretical techniques that ex-
ploit symmetries do not apply. Hence there is no general
method currently available for calculating the effect of
imperfections on the key rate.

Second, it is interesting to ask whether protocols that
are intentionally designed to lack symmetry might out-
perform the well-known symmetric protocols. Such a
question cannot be posed without a method for calcu-
lating key rates for unstructured protocols. Just to give
an example, we are interested in discrete-variable QKD
protocols involving coherent states, i.e., where a small,
discrete set of coherent states are the signal states and
information may be encoded in the phase, e.g., as in
Ref. [22]. Our aim is to apply our approach to protocols
such as this, where the key rate is currently unknown.

We also hope to extend our approach to the finite-key
scenario. Indeed the optimization problem we solve is
closely related to one appearing in finite-key analysis [13].

We envision that our method could be a standard tool
for researchers in the field. We hope to make our MAT-
LAB code publicly available in the distant future. In the
meantime, the result in Theorem 1 is simple enough for
anyone to use.
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