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published	1955,	re-issued	2001

There	is	no	such	thing	as	a	random	number	–

there	are	only	methods	to	produce	random	

numbers.	

John	von	Neumann
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recently	“tuned	up” one	month	later
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Observation:	need	to	worry	about	your	conversion	to	stable	data,	

even	if	your	basic	source	is	completely	random.
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In my copy of the book, all of the puzzles were already filled in 
which I find really annoying and what is worse, most of them 
have been filled in wrongly.



QCrypt Cambridge 22 September 2017 Morgan W. Mitchell, ICFO

physical RNG strategy in 1949

1) Make	a	device	that	you	think	should	be	random.

2) Use	statistical	tests	to	assess	how	random	it	really	is

3) Massage	the	data	until	they	pass	the	tests.

physical RNG strategy in ~ 2010

1) device	->	quantum	process	

2) “frequency	tests	etc.”	->	Diehard(er),	NIST,	Crush,	TestU01

3) ”a	little	roulette	playing”	->	randomness	extraction
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New methodology

Inspired	in	metrology,	e.g.	precision	spectroscopy
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Hypothetical	example
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 LED1550E 
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2.5. Physical Specifications 

 

Figure 1: LED1550E. The cathode is the short lead and the anode is the long lead. 

2.6. Typical Spectral Intensity Distribution 
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2.7. Typical Radial Intensity Distribution 
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phase	diffusion	randomness	generation

Jofre, et al. Opt. Express 2011
Xu, et al. Opt. Express 2012
Abellán, et al. Opt. Express 2014
Yuan, et al. Appl. Phys. Lett. 2014
Nie, et al. Rev. Sci. Inst. 2015

Abellán, et al. Optica 2016
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*randomness not claimed

uMZIDFB LD PIN photo
-diode

digitisation

Macroscopic	signals,	high-speed	+	low	noise



QCrypt Cambridge 22 September 2017 Morgan W. Mitchell, ICFO

accelerated	phase-diffusion	RNG
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cyclic	variables	become	very	smooth
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good	phase	+	bad	phase	=	good	phase
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Direct	measurements	of	noise	statistics
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Digitization	physics
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Result	of	the	statistical	metrology
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statistical	model

lower	bound	on	this

upper	bound	on	this
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P(d = 1) < 1
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LETTER
doi:10.1038/nature15759

Loophole-free Bell inequality violation using
electron spins separated by 1.3 kilometres
B. Hensen1,2, H. Bernien1,2{, A. E. Dréau1,2, A. Reiserer1,2, N. Kalb1,2, M. S. Blok1,2, J. Ruitenberg1,2, R. F. L. Vermeulen1,2,
R. N. Schouten1,2, C. Abellán3, W. Amaya3, V. Pruneri3,4, M. W. Mitchell3,4, M. Markham5, D. J. Twitchen5, D. Elkouss1,
S. Wehner1, T. H. Taminiau1,2 & R. Hanson1,2

More than 50 years ago1, John Bell proved that no theory of nature
that obeys locality and realism2 can reproduce all the predictions of
quantum theory: in any local-realist theory, the correlations
between outcomes of measurements on distant particles satisfy
an inequality that can be violated if the particles are entangled.
Numerous Bell inequality tests have been reported3–13; however,
all experiments reported so far required additional assump-
tions to obtain a contradiction with local realism, resulting in
‘loopholes’13–16. Here we report a Bell experiment that is free of
any such additional assumption and thus directly tests the principles
underlying Bell’s inequality. We use an event-ready scheme17–19 that
enables the generation of robust entanglement between distant
electron spins (estimated state fidelity of 0.92 6 0.03). Efficient
spin read-out avoids the fair-sampling assumption (detection
loophole14,15), while the use of fast random-basis selection and spin
read-out combined with a spatial separation of 1.3 kilometres
ensure the required locality conditions13. We performed 245 trials
that tested the CHSH–Bell inequality20 S # 2 and found
S 5 2.42 6 0.20 (where S quantifies the correlation between mea-
surement outcomes). A null-hypothesis test yields a probability
of at most P 5 0.039 that a local-realist model for space-like sepa-
rated sites could produce data with a violation at least as large as
we observe, even when allowing for memory16,21 in the devices.
Our data hence imply statistically significant rejection of the
local-realist null hypothesis. This conclusion may be further con-
solidated in future experiments; for instance, reaching a value of
P 5 0.001 would require approximately 700 trials for an observed
S 5 2.4. With improvements, our experiment could be used for
testing less-conventional theories, and for implementing device-
independent quantum-secure communication22 and randomness
certification23,24.

We consider a Bell test in the form proposed by Clauser, Horne,
Shimony and Holt (CHSH)20 (Fig. 1a). The test involves two boxes
labelled A and B. Each box accepts a binary input (0 or 1) and subse-
quently delivers a binary output (11 or 21). In each trial of the Bell
test, a random input bit is generated on each side and input to the
respective box. The random input bit triggers the box to produce an
output value that is recorded. The test concerns correlations between
the output values (labelled x and y for boxes A and B, respectively) and
the input bits (labelled a and b for A and B, respectively) generated
within the same trial.

The discovery made by Bell is that in any theory of physics that is
both local (physical influences do not propagate faster than light) and
realistic (physical properties are defined before, and independent of,
observation) these correlations are bounded more strongly than they
are in quantum theory. In particular, if the input bits can be considered
free random variables (condition of ‘free will’) and the boxes are

sufficiently separated such that locality prevents communication
between the boxes during a trial, then the following inequality holds
under local realism:

S~ x :yh i(0,0)z x :yh i(0,1)z x :yh i(1,0){ x :yh i(1,1)

!!!
!!!ƒ2 ð1Þ

where Æx ? yæ(a,b) denotes the expectation value of the product of x and y
for input bits a and b. (A mathematical formulation of the concepts
underlying Bell’s inequality is found in, for example, ref. 25.)

Quantum theory predicts that the Bell inequality can be significantly
violated in the following setting. We add one particle, for example an
electron, to each box. The spin degree of freedom of the electron forms
a two-level system with eigenstates j"æ and j#æ. For each trial, the two
spins are prepared into the entangled state jy{i~ j:;i{j;:ið Þ

" ffiffiffi
2
p

.
The spin in box A is then measured along direction Z (for input bit
a 5 0) or X (for a 5 1) and the spin in box B is measured along
{ZzXð Þ

" ffiffiffi
2
p

(for b 5 0) or {Z{Xð Þ
" ffiffiffi

2
p

(for b 5 1). If the mea-
surement outcomes are used as outputs of the boxes, then quantum
theory predicts a value of S~2

ffiffiffi
2
p

, which shows that the combination
of locality and realism is fundamentally incompatible with the predic-
tions of quantum mechanics.

Bell’s inequality provides a powerful recipe for probing fundamental
properties of nature: all local-realist theories that specify where and
when the free random input bits and the output values are generated
can be experimentally tested against it.

Violating Bell’s inequality with entangled particles poses two main
challenges: excluding any possible communication between the boxes
(locality loophole13) and guaranteeing efficient measurements (detec-
tion loophole14,15). First, if communication is possible, a box can in
principle respond using knowledge of both input settings, rendering
the Bell inequality invalid. The locality conditions thus require boxes A
and B and their respective free-input-bit generations to be separated in
such a way that signals travelling at the speed of light (the maximum
allowed under special relativity) cannot communicate the local input
setting of box A to box B, before the output value of box B has been
recorded, and vice versa. Second, disregarding trials in which a box
does not produce an output bit (that is, assuming fair sampling) would
allow the boxes to select trials on the basis of the input setting. The fair
sampling assumption thus opens a detection loophole14,15: the selected
subset of trials may show a violation even though the set of all trials
may not.

The locality loophole has been addressed with pairs of photons
separated over a large enough distance, in combination with fast set-
tings changes4 and later with settings determined by fast random
number generators5,9. However, these experiments left open the detec-
tion loophole, owing to imperfect detectors and inevitable photon loss
during the spatial distribution of entanglement. The detection loop-
hole has been closed in different experiments6–8,10–12, but these did not

1QuTech, Delft University of Technology, PO Box 5046, 2600 GA Delft, The Netherlands. 2Kavli Institute of Nanoscience Delft, Delft University of Technology, PO Box 5046, 2600 GA Delft, The Netherlands.
3ICFO-Institut deCiencies Fotoniques, TheBarcelona Institute ofScienceand Technology, 08860Castelldefels (Barcelona), Spain. 4ICREA-Institució Catalanade Recerca i EstudisAvançats, Lluis Companys
23, 08010 Barcelona, Spain. 5Element Six Innovation, Fermi Avenue, Harwell Oxford, Didcot, Oxfordshire OX11 0QR, UK. {Present address: Department of Physics, Harvard University, Cambridge,
Massachusetts 02138, USA.

G2015 Macmillan Publishers Limited. All rights reserved
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2016

In this work, we show a fully integrated QES for random num-
ber generation on an InP platform (QES-PIC) using standard fab-
rication techniques only. The device is made possible by a new
design using two-laser interference and heterodyne detection,
allowing QRNG rates in the Gb/s regime. We observe high
interference visibility during long execution runs, as well as supe-
rior temperature stability when compared to the bulk implemen-
tation of the same scheme. Also, using the Lang–Kobayashi rate
equations model, we study in detail the dynamics of the two
integrated lasers. We find conditions for operating the two lasers
with a negligible coupling effect, and provide an accurate descrip-
tion and modeling of the strong thermal chirp observed in the InP
distributed feedback (DFB) lasers.

2. EXPERIMENT

As illustrated in Fig. 1(a), we introduce a QES scheme that com-
bines two DFB lasers on the same chip. The first laser is operated
in gain switching (GS) mode, while the second one is in continu-
ous wave (CW) mode. By modulating continuously the GS laser
from below to above threshold, optical pulses with nearly identical
waveforms and completely randomized phases are generated.
Then, by beating the GS and CW (the local oscillator) lasers
through a multimode interference (MMI) coupler, an intensity
oscillation forms with a beating frequency equal to the difference
of the two lasers’ frequencies, which can be detected by a photo-
detector; see Fig. 1(b). If i!cw" and i!gs" are the intensities from the
CW and the GS lasers, respectively, we can write the total
intensity at the output of the MMI (see Supplement 1) as

iT !t" # iS!t" $ 2iP!t" cos
!Z

t

0
dξΩC !ξ" $ Δϕ

"
; (1)

where iS!t" ≡ i!cw" $ i!gs" is the sum of the intensities from
the two lasers, iP!t" ≡ !i!cw"i!gs""1∕2 the geometric mean,
Δϕ # ϕ!cw" − ϕ!gs" the phase difference between the two lasers
fields, and ΩC !t" # Ω − β!t" the frequency detuning as a
function of time. We introduced β!t" # β0t phenomenologically
to account for frequency chirp arising from fast thermal effects in
the directly modulated laser [22]. Here, Ω represents the initial
frequency detuning between the two lasers. As illustrated in
Fig. 1(b), the resulting signal corresponds to a train of pulses
in which the amplitude of each pulse oscillates at

R
t
0 dξΩc!ξ" with

a random phase Δϕ (for simplicity, β0 # 0 in the illustration).
Finally, after the MMI coupler, a photodetector converts the
optical signal into the electrical domain, and random numbers
are obtained by taking one sample per period.

A microscope image of the two-laser QES-PIC is shown in
Fig. 1(c). The chip was placed on top of a Peltier controller
and its temperature was maintained at 25° with variations below
0.1°. The first DFB laser, with a bias of 10 mA, was operated in
GS mode by superimposing a 100 MHz modulation from an
Anritsu MP1800A pulse generator through a bias T port. We
chose this relatively lowmodulation frequency to capture properly
the dynamics of the interference pattern within the GS pulse.
However, modulation frequencies up to 2 GHz are within imme-
diate reach, allowing for 10 s of Gb/s raw generation rates using
current analog-to-digital conversion technologies, these being
limited only by the stabilization time of the build-up dynamics
of the laser intensity. The CW laser was operated by applying a
constant 30 mA current. The beating signal was detected by an
on-chip 40 GHz photodetector and digitized with a 20 GHz
and 50 GSa/s real-time scope (Digital Phosphor Oscilloscope,
Tektronix DPO72004C), providing a temporal resolution of
20 ps to analyze the beat note.

Fig. 1. (a) Schematic of the QRNG-PIC based on two-laser interference. The two DFB lasers are biased with a current driver, one of them operating in
CW, while the other one is periodically GS using an external RF generator. The temperature of the entire chip is controlled through a Peltier element,
while that of the area including one of the lasers is locally changed by a stable current source. The outputs from the two lasers are combined and interfered
in a 2 × 2MMI coupler and two 40 GHz photodiodes are placed at the output of the coupler. The detected signal is sent to a fast oscilloscope. (b) Principle
of operation: optical pulses from a GS laser interfere with a CW laser, generating an interference modulation whose frequency is equal to the difference of
the two lasers’ frequencies. The random phase of the GS laser pulse produces a random phase of the interference oscillation that can be properly sampled
into a random amplitude. In this way, after digitization, one can extract one sample per GS pulse. (c) Microscope image of the PIC on a 1 Euro cent
background. Two QRNG-PICs are printed on each chip.

Research Article Vol. 3, No. 9 / September 2016 / Optica 990
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0.1°. The first DFB laser, with a bias of 10 mA, was operated in
GS mode by superimposing a 100 MHz modulation from an
Anritsu MP1800A pulse generator through a bias T port. We
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diate reach, allowing for 10 s of Gb/s raw generation rates using
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limited only by the stabilization time of the build-up dynamics
of the laser intensity. The CW laser was operated by applying a
constant 30 mA current. The beating signal was detected by an
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Fig. 1. (a) Schematic of the QRNG-PIC based on two-laser interference. The two DFB lasers are biased with a current driver, one of them operating in
CW, while the other one is periodically GS using an external RF generator. The temperature of the entire chip is controlled through a Peltier element,
while that of the area including one of the lasers is locally changed by a stable current source. The outputs from the two lasers are combined and interfered
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background. Two QRNG-PICs are printed on each chip.
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In this work, we show a fully integrated QES for random num-
ber generation on an InP platform (QES-PIC) using standard fab-
rication techniques only. The device is made possible by a new
design using two-laser interference and heterodyne detection,
allowing QRNG rates in the Gb/s regime. We observe high
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the directly modulated laser [22]. Here, Ω represents the initial
frequency detuning between the two lasers. As illustrated in
Fig. 1(b), the resulting signal corresponds to a train of pulses
in which the amplitude of each pulse oscillates at

R
t
0 dξΩc!ξ" with

a random phase Δϕ (for simplicity, β0 # 0 in the illustration).
Finally, after the MMI coupler, a photodetector converts the
optical signal into the electrical domain, and random numbers
are obtained by taking one sample per period.

A microscope image of the two-laser QES-PIC is shown in
Fig. 1(c). The chip was placed on top of a Peltier controller
and its temperature was maintained at 25° with variations below
0.1°. The first DFB laser, with a bias of 10 mA, was operated in
GS mode by superimposing a 100 MHz modulation from an
Anritsu MP1800A pulse generator through a bias T port. We
chose this relatively lowmodulation frequency to capture properly
the dynamics of the interference pattern within the GS pulse.
However, modulation frequencies up to 2 GHz are within imme-
diate reach, allowing for 10 s of Gb/s raw generation rates using
current analog-to-digital conversion technologies, these being
limited only by the stabilization time of the build-up dynamics
of the laser intensity. The CW laser was operated by applying a
constant 30 mA current. The beating signal was detected by an
on-chip 40 GHz photodetector and digitized with a 20 GHz
and 50 GSa/s real-time scope (Digital Phosphor Oscilloscope,
Tektronix DPO72004C), providing a temporal resolution of
20 ps to analyze the beat note.

Fig. 1. (a) Schematic of the QRNG-PIC based on two-laser interference. The two DFB lasers are biased with a current driver, one of them operating in
CW, while the other one is periodically GS using an external RF generator. The temperature of the entire chip is controlled through a Peltier element,
while that of the area including one of the lasers is locally changed by a stable current source. The outputs from the two lasers are combined and interfered
in a 2 × 2MMI coupler and two 40 GHz photodiodes are placed at the output of the coupler. The detected signal is sent to a fast oscilloscope. (b) Principle
of operation: optical pulses from a GS laser interfere with a CW laser, generating an interference modulation whose frequency is equal to the difference of
the two lasers’ frequencies. The random phase of the GS laser pulse produces a random phase of the interference oscillation that can be properly sampled
into a random amplitude. In this way, after digitization, one can extract one sample per GS pulse. (c) Microscope image of the PIC on a 1 Euro cent
background. Two QRNG-PICs are printed on each chip.
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Nevertheless, for parameter values that apply to our experimental
conditions, a change of the phase delay, e.g., from ψ ! 0 to
ψ ! π∕2, does not introduce substantial changes in the beating
dynamics.

C. Measuring the Beating Dynamics

For both the high- and low-loss PICs, the optical pulses of the GS
laser were strongly chirped due to thermal effects, yielding a fre-
quency-varying oscillation of the beating pattern, as depicted in
Fig. 3. As a result, a nearly zero detuning (NZD) region was ob-
served within the optical pulses when the chirped frequency of the
GS laser coincided with the stable frequency of the CW laser. The
position of the NZD region depends on the initial frequency sep-
aration between the GS and the CW emission lines. When both
lasers were initially close (far) in frequency, the NZD region
occurred at the beginning (end) of the pulse; see Fig. 3. In the
high (15 dB/cm) waveguide loss PIC, the interference amplitude
within the NZD region changed from pulse to pulse, a clear sig-
nature that phase noise dominated. Instead, in the low-loss PIC
(2 dB/cm), backreflection from the CW into the GS laser was not
negligible and phase locking between the two lasers was observed.
In this case, the interference amplitude in the NZD region did
not appreciably change from pulse to pulse.

In the experiment, the NZD region was tuned at the end of
the pulse [see Fig. 3(d)], maximizing the detuning frequency
between the two lasers so as to reduce residual phase-locking
effects, if any.

D. PIC Stability and Performance

From a practical point of view, long-term stability of the scheme
is a critical aspect. As we are interfering signals from two
independent lasers, intrinsic phase noise and temperature drifts
can severely affect the performance. In Fig. 4(a), we plot the histo-
gram for six datasets with 200,000 samples each. The digitized
signal was distributed according to the arcsine probability distri-
bution function because of the initial random phase [10,11].
High stability was observed between acquisitions taken over 14 h,
confirming the robustness of the two-laser scheme QES-PIC.
Instead, a similar implementation with discrete (bulk) compo-
nents suffered from slow temperature drifts (see Supplement 1
for details on the bulk implementation and corresponding exper-
imental results). The higher stability of the PIC over the bulk
design was associated mainly with the fact that the two lasers
are closely located in a region with uniform temperature.

In Fig. 4(b), we show the autocorrelation function Γx"k# ≡
hxixi$ki − hxii2 of a sequence of n ! 107 samples up to a
delay of 500 samples. For such sequence length, the statistical
uncertainty due to finite size effects is 3.16 × 10−4. Except for the

Table 1. Value of the Chirp Rate β0 has been Chosen to
Qualitatively Fit the Experimental Results and is
Consistent with the Data Reported in Ref. [22]a

Parameter Symbol Value

Linewidth enhancement factor α 2
Carrier lifetime τ 1 ns
Photon decay rate γ 150 ns−1

Feedback delay time τd 20 ps
Normalized pump parameter P̄1 ! P̄2 8
Current pulse duration Δτ 5 ns
Super-Gaussian parameter M 5
Chirp rate β0 2π × 1 MHz∕ns
Spontaneous emission rate Rsp 2 × 10−4 ps−1

aThe delay time τd is determined by the optical path between the laser
output facet and the MMI coupler.

Fig. 3. Temporal dynamics of the beating between the two lasers forming the high-loss QRNG-PIC and comparison with numerical results.
(a)–(d) Experimental data with different temperature settings (currents). Chirp due to thermal effects and attenuation of beating amplitude due
to the bandwidth limit of the detection electronics are evident. (e)–(h) Numerical results with initial detuning frequencies set to fit the experimental
observations in (a).

Fig. 4. Statistics on the output of the QES-PIC. (a) Histograms on six
sets of 200,000 samples each taken during 14 h, confirming stable oper-
ation of the QES-PIC device. (b) Autocorrelation function for 107 ran-
dom samples taken with a 20 GHz scope and 50 GSa/s. Magenta (green)
circles correspond to positive (negative) correlation coefficients.

Research Article Vol. 3, No. 9 / September 2016 / Optica 992

//

\\

-15	dB



QCrypt Cambridge 22 September 2017 Morgan W. Mitchell, ICFO

Conclusions	and	outlook

Methodology	for	rigorous	experimental	justification	of	

quantum	randomness	claims.

High-speed	randomness	generation,	up	to	43	Gbps.

Integration	in	InP using	a	two-laser	strategy.

Ongoing	work

Rigorous	modeling/characterization	of	the	two-laser	problem.



QCrypt Cambridge 22 September 2017 Morgan W. Mitchell, ICFO

ICFO	QRNG	Collaboration

Carlos 
Abellán

Waldimar AmayaDaniel MitraniValerio Pruneri

David	Domenech

Pascual Muñoz

Jose	Capmany

Stefano	Longhi

Marcos	Curty

external:

Morgan Mitchell


